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 The Google Play Store is a dynamic marketplace hosting a vast array 
of mobile applications across various categories. Analyzing user 
ratings and sentiments is essential for developers, marketers, and 
researchers to evaluate app performance and enhance user satisfaction. 
This study employs deep learning techniques, specifically a Long 
Short-Term Memory (LSTM)-based model, to examine user reviews 
and identify sentiment patterns. By leveraging natural language 
processing (NLP) and machine learning, the research investigates 
correlations between user feedback, app features, and overall ratings. 
The model processes and classifies user sentiments, such as positive, 
neutral, or negative and provides insights into key factors influencing 
user perceptions. Additionally, this study explores how app quality, 
functionality, and user engagement impact consumer satisfaction. 
Through data-driven analysis, it highlights the primary drivers of 
positive and negative reviews, offering a comprehensive 
understanding of user expectations and industry trends. 
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1. INTRODUCTION 

The rapid expansion of mobile applications has significantly transformed the digital landscape, with the Google 
Play Store serving as a central platform for distributing Android applications [1]-[3]. This marketplace hosts a diverse 
range of apps, catering to various user needs across multiple categories. Developers and businesses leverage this 
platform to reach global audiences, while users rely on it to explore, install, and provide feedback on applications 
[4]-[6]. User ratings and reviews serve as critical indicators of app quality, functionality, and overall user satisfaction. 



Reddy et al.                              Journal of Modern Technology (2025): 212-219. 

213 
 

Analyzing these reviews is essential for understanding user preferences, identifying potential issues, and improving 
app development strategies to enhance user experience [7]-[10]. 

Sentiment analysis of user reviews has emerged as a vital tool for extracting meaningful insights from vast 
amounts of textual data. By employing natural language processing (NLP) and machine learning techniques, 
researchers can systematically classify sentiments into positive, negative, or neutral categories [2]. This classification 
aids developers in addressing user concerns, refining app features, and optimizing user engagement. Deep learning 
approaches, particularly the LSTM networks, have demonstrated superior performance in sentiment classification by 
capturing complex linguistic patterns and contextual dependencies [3]. Compared to traditional machine learning 
models such as Naïve Bayes and Support Vector Machines (SVM), deep learning methods offer enhanced accuracy 
in understanding sentiment dynamics. 

Beyond sentiment classification, predictive modeling of app ratings has gained prominence in mobile app 
analytics. Various attributes, including app category, update frequency, and user engagement metrics, influence 
rating trends. Advanced ensemble techniques, such as Random Forest and Boosting, have been employed to improve 
the robustness and accuracy of rating predictions [4]. However, deep learning models, particularly recurrent neural 
networks (RNNs) and transformer-based architectures, have shown promise in capturing nuanced relationships 
within user feedback. By integrating sentiment analysis with predictive modeling, researchers can provide actionable 
insights to developers, helping them enhance app quality, user retention, and market competitiveness. 

This study utilizes an LSTM-based deep learning model to perform sentiment analysis on Google Play Store 
reviews, offering a data-driven approach to understanding user feedback. By leveraging NLP techniques and machine 
learning, the research aims to identify key sentiment trends, assess the impact of app features on ratings, and provide 
valuable recommendations for app optimization. The findings contribute to the broader field of mobile application 
analytics, supporting developers in refining their applications to better meet user expectations and industry standards. 

 
2. LITERATURE REVIEW 

Numerous studies have investigated sentiment analysis techniques and predictive modeling for analyzing user 
reviews on the Google Play Store. Mustofa and Idris [1] explored ensemble learning approaches, comparing Random 
Forest and Boosting techniques against individual classifiers such as Naïve Bayes and SVM. Their findings suggest 
that ensemble models significantly improve classification accuracy, making them particularly effective for large-
scale sentiment analysis in mobile applications. Similarly, Fahim et al. [2] applied natural language processing (NLP) 
techniques to sentiment analysis, emphasizing the importance of data preprocessing and visualization in deriving 
meaningful insights from user feedback. Their research highlights the role of structured data preparation in enhancing 
the accuracy of sentiment classification models. 

The authors of work [3] conducted an exploratory data analysis (EDA) of app ratings, identifying key factors 
such as app category, update frequency, and sentiment polarity as significant contributors to overall app performance. 
Predictive modeling techniques, including regression and decision trees, further validated these findings by 
establishing correlations between user sentiments and app success. In another study, Putra et al. [4] compared various 
classification algorithms for sentiment analysis and found that SVM with a linear kernel achieved the highest 
accuracy (95.23%) in distinguishing between different sentiment categories. These findings align with Santoso et al. 
[5], who demonstrated that a stacking ensemble approach enhances sentiment classification performance, achieving 
an accuracy of 87.05%. The combined results from these studies underscore the advantages of integrating multiple 
classifiers over standalone models for improved sentiment analysis outcomes. 

Further research has examined the predictive modeling of app ratings using machine learning techniques. Gopi 
et al. [6] developed models based on regression, decision trees, and gradient boosting to estimate app ratings based 
on metadata attributes such as category, size, and user reviews. Their findings indicate that machine learning 
algorithms can effectively predict app ratings, aiding developers in understanding user preferences. Similarly, in [7]-
[8] utilized the VADER sentiment analysis tool to categorize user reviews into positive, negative, or neutral 
sentiments. This approach offers app developers valuable insights into consumer feedback trends, facilitating data-
driven improvements in app development and user engagement strategies. Sentiment analysis has also been 
employed to identify app deficiencies and potential areas for feature enhancements. Yasin et al. [7] demonstrated the 
effectiveness of mining user feedback to uncover usability issues and inform future app updates. The work presented 
in [8]-[9] explored the predictive relationships between app attributes and user ratings, identifying factors such as 
install count, price, and update frequency as key determinants of app success. Their study reinforces the utility of 
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machine learning models, including Random Forest, SVM, and K-Nearest Neighbors (KNN), in predicting app 
performance based on structured metadata and user sentiment. Collectively, these studies highlight the growing role 
of sentiment analysis and predictive modeling in refining mobile application development and user experience 
strategies. 

Recent advancements in deep learning have further improved sentiment analysis methodologies. The authors of 
ref [14] have introduced a lexicon-based approach, incorporating domain-specific features such as specialized 
terminologies and star ratings. By integrating SentiWordNet for sentiment classification, their research demonstrated 
the effectiveness of combining structured rating data with sentiment analysis. Meanwhile, deep learning-based 
approaches, such as those discussed in [15], leverage SenticNet to enhance sentiment classification by integrating 
logical reasoning with deep learning architectures. Additionally, The other researchers have developed an attention-
based sentiment analysis model that combines CNNs and RNNs for improved feature extraction and sequential 
learning [16]-[17]. These studies underscore the superiority of deep learning approaches in capturing nuanced 
sentiment variations, outperforming traditional machine learning techniques in both accuracy and efficiency. 

Beyond mobile applications, sentiment analysis has been widely applied in various domains, including 
healthcare, finance, and education [17]-[21]. The authors of ref [18] have discussed the sentiment analysis in 
healthcare, where supervised learning models exhibited superior performance over lexicon-based methods, albeit 
requiring extensive data preprocessing. In the financial sector, In [19], the authors have demonstrated that sentiment 
analysis combined with time-series modeling could enhance stock market predictions, though challenges such as 
susceptibility to rumor-driven fluctuations remain. Similarly, in [20] – [21], the sentiment analysis in the education 
sector to evaluate MOOCs, integrating lexicon-based and unsupervised learning techniques to assess instructional 
quality. These studies highlight the need for hybrid sentiment analysis models that integrate deep learning with 
traditional approaches to optimize real-world applications. As sentiment analysis continues to evolve, addressing 
challenges such as data imbalance, improving feature extraction, and incorporating contextual understanding will be 
crucial in advancing the accuracy and robustness of sentiment classification models. 

   
3. METHODOLOGY 
 
3.1. Data collection and Preprocessing 

The dataset consists of two files: apps.csv, which contains metadata about various applications on the Google 
Play Store, and user_reviews.csv, which contains 100 reviews per app, along with pre-processed sentiment labels 
(Positive, Neutral, Negative), Sentiment Polarity, and Sentiment Subjectivity. Since our primary focus is on 
sentiment classification, we extract only relevant columns—‘Translated_Review’ and ‘Sentiment’—from the 
user_reviews.csv dataset. To ensure data integrity, we remove missing values, which helps in preventing biased 
learning due to incomplete data. 

The next step is text preprocessing, which involves cleaning and transforming raw text into a structured format 
for deep learning. We perform the following operations: 

 
(i) Convert all text to lowercase to ensure uniformity. 
(ii) Removing numbers and punctuation: These often do not contribute to sentiment analysis. 
(iii) Convert sentences into sequences of words. 
(iv) Remove frequently occurring but semantically insignificant words. 
(v) Convert sequences to a fixed length of 100 words. 

 
Mathematically, a given review 𝑅 is transformed into a sequence of words (1). 

   𝑅 =  {𝑤ଵ, 𝑤ଶ, … … … 𝑤௡}               (1) 
In (1), the 𝑤௜ represents a word in the review. The tokenization process maps words to unique integer indices, forming 
an indexed sequence: 

 
                            𝑇 =  {𝑥ଵ, 𝑥ଶ, … … … 𝑥௡} , 𝑥௜ 𝜖 𝑍ା               (2) 
In (2), the 𝑥௜ is the unique tokenized representation of word 𝑤௜. These sequences are then padded to a fixed length 
𝐿. 



Reddy et al.                              Journal of Modern Technology (2025): 212-219. 

215 
 

   𝑃(𝑇) =  {𝑥ଵ, 𝑥ଶ, … … … 𝑥௅} , 𝑖𝑓 𝑛 < 𝐿 , 𝑝𝑎𝑑 𝑤𝑖𝑡ℎ 0                           (3) 
The sentiment labels (Positive, Neutral, Negative) are numerically encoded using one-hot encoding and which 

is given by (4). Finally, the dataset is split into training (80%) and validation (20%) sets using stratified sampling, 
ensuring class balance. 
 

 

   𝑦 =  ቐ

(1,0,0)      𝑖𝑓 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(0,1,0)      𝑖𝑓 𝑁𝑒𝑢𝑡𝑟𝑎𝑙 

(0,0,1)     𝑖𝑓 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

                                  (4)  

  
3. 2. Model Architecture and Training 
 
 For sentiment classification, we use a LSTM network, a type of RNN that effectively captures long-range 
dependencies in text sequences. The model comprises the following layers as shown in Figure 1. 
 

 
 

Figure 1. Architecture of LSTM model. 
 

1. Embedding Layer: Maps each word to a dense vector representation of dimension 𝑑, using pre-trained word 
embeddings or randomly initialized embeddings. If 𝑉 is the vocabulary size, the embedding matrix 𝐸 is of shape 
is (5). 
 

   𝐸 𝜖 𝑅௏×ௗ                    (5) 
Given a tokenized input sequence  𝑥 =  {𝑥ଵ, 𝑥ଶ, … … … 𝑥௅}, the embedding layer outputs (6). 
 

   𝑒௜ = 𝐸[𝑥௜]                                  (6)  
        
In (6), the 𝑒௜𝜖𝑅ௗ is the word embedding of token 𝑥௜. 

 
2. LSTM Layer: Processes the sequence of embeddings and captures contextual dependencies. The LSTM unit at 

time step 𝑡 consists of: 
 

A. Forget Gate: 

   𝑓௧ =  𝜎(𝑊௙ℎ௧ିଵ +  𝑈௙𝑥௧ + 𝑏௙)               (7)  
   

B. Input Gate: 

   𝑖௧ =  𝜎(𝑊௜ℎ௧ିଵ +  𝑈௜𝑥௧ +  𝑏௜)                (8)  
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C. Candidate Memory Cell: 

                 𝐶ሚ௧ =  𝑡𝑎𝑛ℎ(𝑊௖ℎ௧ିଵ +  𝑈௖𝑥௧ + 𝑏௖)                      (9) 
   

D. Memory Cell Update: 

    𝐶௧ = 𝑓௧  ⊙ 𝐶௧ିଵ + 𝑖௧   ⊙  𝐶෩௧                       (10)
     

E. Output Gate & Hidden State Update: 

    𝑂௧  =  𝜎(𝑊௢ℎ௧ିଵ +  𝑈௢𝑥௧ +  𝑏௢)                                     (11)
   
    ℎ௧  =  𝑂௧  ⊙  𝑡𝑎𝑛ℎ(𝐶௧)                                                   (12) 
In (11), the σ is the sigmoid activation function, W,U,b are learned parameters, and ⊙ represents element-wise 
multiplication. 
3. Dropout Layers: Applied after each LSTM layer to mitigate overfitting by randomly disabling neuron 

connections during training. 
4. Fully Connected Dense Layer: A final dense layer with a SoftMax activation function computes the probability 

of each sentiment class. 
 

4. RESULTS AND DISCUSSION 

 The comparative analysis of sentiment classification models applied to Google Play Store app reviews 
demonstrates that deep learning, specifically the LSTM network, outperforms traditional machine learning models. 
The evaluation was based on accuracy, precision, recall, and F1-score, which were visualized using bar plots. The 
LSTM model achieved the highest accuracy, showcasing its ability to capture contextual dependencies in textual 
data. Traditional models such as Logistic Regression, SVM, and Random Forest also performed reasonably well, but 
their inability to retain sequential dependencies limited their effectiveness in nuanced sentiment classification tasks. 
 

 

Figure 2. Confusion Matrix representation of various models. 
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 From the confusion matrices shown in Figure 2, it was observed that the LSTM model exhibited fewer 
misclassifications, particularly in distinguishing between neutral and positive sentiments. Machine learning models, 
on the other hand, struggled with borderline cases where sentiment expressions were ambiguous. The superior 
performance of LSTM can be attributed to its ability to learn long-range dependencies, which is crucial in 
understanding sentiment nuances. However, despite its strong performance, the LSTM model required significantly 
more computational resources and training time compared to the traditional models. In Figure 3, (a) indicates the 
loss and (b) indicates the accuracy curves for training and validation.  
 

 

(a)                       (b) 

Figure 3. (a) Loss and (b) Accuracy curves for training and validation.  

 The performance of machine learning models varied based on their complexity. Logistic Regression showed 
moderate accuracy, likely due to its linear nature, which struggles with non-linearly separable sentiment data. The 
Random Forest classifier benefited from ensemble learning but failed to capture context effectively. The SVM model, 
known for its robustness in text classification, demonstrated competitive performance but was still outperformed by 
LSTM in all evaluation metrics as shown in Table 1. These findings suggest that while traditional models may be 
suitable for less complex sentiment analysis tasks, deep learning approaches offer superior predictive capabilities 
when dealing with large-scale and context-dependent textual data. 
 Overall, the study highlights the advantages of deep learning in sentiment classification, particularly in handling 
sequential information effectively. The confusion matrices provided deeper insights into the classification behavior 
of each model, emphasizing the importance of selecting appropriate techniques for text-based sentiment analysis. 
Future research may explore advanced transformer-based architectures such as BERT, which could further enhance 
classification accuracy while addressing the computational challenges associated with LSTM networks. 

Table 1: Comparative analysis of various models. 
 

Model 
Metric 

Accuracy Precision Recall F1-Score 
Logistic Regression 0.9189 0.9184 0.9189 0.9176 

Random Forest 0.9014 0.9033 0.9014 0.8984 
SVM 0.9248 0.9243 0.9248 0.9243 

LSTM 0.9406 0.9406 0.9406 0.9406 
  
5. CONCLUSION 

The implementation of an improved LSTM model for sentiment analysis of Google Play Store app reviews 
demonstrates significant enhancements in classification performance compared to traditional machine learning 
models. By incorporating Bidirectional LSTM layers, an increased embedding dimension, and dropout 
regularization, the model effectively captures the contextual dependencies of user reviews while mitigating 
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overfitting. The integration of Global Max Pooling and additional dense layers further refines the feature extraction 
process, leading to improved generalization. The model achieves a high accuracy of approximately 90%, with 
substantial improvements in precision, recall, and F1-score, indicating its robustness in handling varying sentiment 
classes. Additionally, the training and validation curves exhibit smooth convergence, confirming the stability of the 
learning process. 

The confusion matrix analysis reveals that the improved LSTM model effectively differentiates between positive, 
neutral, and negative sentiments, with minimal misclassification. Compared to traditional machine learning 
approaches, the deep learning-based architecture provides superior sentiment classification due to its ability to learn 
complex word dependencies. Furthermore, the incorporation of learning rate scheduling and early stopping ensures 
optimal model performance without unnecessary overfitting. These findings highlight the effectiveness of deep 
learning techniques, particularly LSTMs, in sentiment analysis tasks and suggest potential improvements through 
further hyperparameter tuning or the adoption of pre-trained transformer-based architectures such as BERT for even 
greater accuracy. 
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